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Abstract. This paper presents IQ-Learning, a new focused crawling
algorithm based on incremental Q-learning. The intuition is to extend
previous reinforcement learning based focused crawler with the incre-
mental learning mechanisms so that the system can start with a few
initial samples and learns incrementally from the knowledge discovered
online. First, a sample detector is used to distill new samples from the
crawled Web pages, upon which the page relevance estimator can learn an
updated estimation model. Secondly, the updated page relevance infor-
mation is fed back to the Q value estimator constantly when new pages

are crawled so that the Q value estimation model will be improved over
time. In this way, the reinforcement learning in focused crawling becomes
an incremental process and can be more self-adaptive to tackle the com-

plex Web crawling environments. Comparison experiments have been
carried out between the IQ-Learning algorithm and other two state-of-
the-art focused crawling algorithms. The experimental results show that

IQ-Learning achieves better performance in most of the target topics.
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1 Introduction

A Web crawler is an information gathering system that traverses the Web by
following the hyperlinks from page to page and downloads Web pages that are
interested. General Web crawlers visit the Web in an unselective mode. They aim

at collecting Web pages as many as possible to build search engines. Different
from the general crawler, a focused crawler [1] is an intelligent Web crawler that

traverses the Web selectively to download pages in some predefined target topics.
Given a search topic and a predefined maximun download number, the goal of a

focused crawler is to collect as many relevant pages as possible while retrieving
as fewer irrelevant pages as possible in the crawling process.

Focused crawlers are very useful in several Web applications [2], such as col-
lecting Web pages with specific topics for domain-specific search engines, archiv-

ing specific page collections for a digital library, and gathering systematic infor-
mation in some specific topics for market research or survey of literature on the
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Web for a scientific research. Therefore, it has attracted much attention in recent

years. Several useful methods for building focused crawlers have been proposed,

such as the PageRank value based crawling strategy [3], reinforcement learning

[4], the evolutionary multi-agent system [5], the statistical modeling method [6].

the 'critic-apprentice' learning paradigm [7], to name a few.

Among previous works, reinforcement learning has been testified to be a very

effective method for focused crawling [4, 7]. From an agent perspective, a focused

crawler iş an intelligent agent that interacts with the environment (the Web)

and attains goal states (picks up relevant pages). It's natural to fit the crawling

process into a reinforcement learning framework: the crawling process is to search

an optimal decision making strategy which can be modeled as a discounted

function of state, action and reward, where the number of relevant pages collected

is the state of the crawler, following a hyperlink is an action, and finding a

relevant page is an immediate reward. In [4], Rennie and et al. gave a first

solution to design a focused crawler based on reinforcement learning, and their

experiments showed good results. However, their method has two limitation
s:

1) the reward function is learned offline from manually labeled sample pages,

which is too time-consuming as the training set may contain thousands of

pages that collecting and labeling of them is costly;

2) as the action-reward model is built by offline learning and the model
stays unchanged during crawling, the static learned models cannot quickly

adapt to the diverse Web environment where the content of Web pages as

well as the link structure for different topics are very diverse, and different

target topics may require different crawling strategies. The essence of these

problems lies in the lack of incremental learning capabilities.

In this paper, we present a new focused crawling algorithm IQ-Learning, to
enable the focused crawler to learn incrementally from online crawling informa-

tion so that the reward-action model can be adapted and improved over time. In

its incremental Q-learning learning framework, the crawler system learns incre-
mentally from the knowledge discovered online through two mechanisms. First,

a sample detector is used to distill new page samples from the crawled pages,

upon which the page relevance estimator can learn an updated estimation model.
Secondly, the updated page relevance information is fed back to the Q value es-
timator constantly when new pages are crawled so that the Q value estimation

model will be improved over time. With incremental learning, the algorithm can
start from a few initial samples and be self-adaptive to different crawling envi-

ronments. Moreover, the reinforcement learning framework also endows it with
the ability to make tradeoff between exploiting immediate rewards and exploring
future rewards efficiently.

We have compared IQ-Learning algorithm to other state-of-the-art focused
crawling algorithms. Experimental results showed that IQ-Learning got better
performance in English topics as well as Chinese topics. It's also testified that
the combination of incremental learning capability with reinforcement learning
is a very effective approach to improving the performance of focused crawlers.
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between immediate rewards and future rewards, through which the crawler can

get more relevant pages in the long run and can achieve global optimal states.

This testifies that combining reinforcement learning with incremental learning

is a more effective method for focused crawling.

4.3 The Tradeoff between Immediate Rewards and Future Rewards

According to formula (1), the parameter y is a bias factor between the immediate

rewards and future rewards. The value of it will greatly affect the performance of

the system. We used different values of to do the crawling experiments. Fig.6
shows the experimental results on the topic 'Huang Mountain Travel'.
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Fig. 6. The effect of the discount factor y on 1Q-Learning.

As the figure illustrates, the harvest rate will become higher in the early stage

of the crawling process if y is set to a smaller value, such as= 0.1 in Fig.6.

which means the crawler is more 'greedy' and biased for the candidate URLS

with immediate rewards. However, as the crawling process continues, the ones

with bigger value of get higher performance because their early consideration

of future rewards is paid for soon. On the other hand, the value of can't be

set too high as well. Otherwise, the future rewards will be over-weighted w.r.t

the immediate rewards, and the focused crawler may fall into topic-drift. As

the figure shows, when is set to 0.8, the harvest rate of the crawler drops

dramatically. In our experiences, a value between 0.3 0.4 for is a proper choice.

5 Conclusions

This paper presents IQ-Learning, a new focused crawling algorithm based on

incremental Q-learning. Both the page relevance estimator and the Q value es-

timator are endowed with incremental learning ability to learn improved models
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from the online crawled pages over time. With incremental learning, IQ-Learning
can start with a few initial samples and self-adapt to diverse crawling environ-

ments, which will result in a more optimized crawling strategy. Our experimental
results testifies that the combination of incremental learning with reinforcement

learning is effective for improving the performance of focused crawler.
In the future, we plan to extend our work with a knowledge base which will

enable the system to accumulate crawling knowledge from different crawling
processes. We will also employ semantic-based Web page segmentation algo-
rithms to enrich the link context with more relevant neighborhood text.
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